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Summary

A physically-accurate time-domain model for a plucked musical string is developed. The model incorporates de-

tailed dispersion and damping behaviour measured from cello strings, and a detailed description of body response

measured from a cello body. The resulting model is validated against measured pizzicato notes using the same
strings and cello, and good accuracy is demonstrated. The model is developed in a form that makes extension to

the case of a bowed string very straightforward.

PACS no. 43.40.Cw, 43.75.Gh

1. Introduction

This paper presents a refined simulation model of the mo-
tion of a plucked string, with a focus on achieving high
physical accuracy by incorporating the most complete the-
ory and measurement data available. Since this model
draws upon best practice from earlier research, the de-
scription involves an element of review. However, signif-
icant new measurements and validation experiments are
also included. In an earlier study, several methods for ac-
curate synthesis of guitar plucks were compared [1]. The
best performance was obtained using a frequency-domain
approach, but for the purposes of musical synthesis a time-
domain approach is preferable because of the latency im-
plicit in the frequency-domain method. A time-domain
travelling-wave approach was also tried in [1], but was
found to perform relatively poorly. One aim of the present
work is to improve the implementation of this model and
demonstrate that it can work well.

The model is developed in such a way that it can also be
used for bowed strings, and this is another strong motiva-
tion for needing a time-domain methodology: the nonlin-
ear friction force in a bowed string can only be handled in
the time domain, if transient simulations are wanted. As a
consequence, parts of the model are developed in a form
that is slightly more complicated than would be needed for
plucked strings alone. Also, most of the detailed results
to be presented here concern the cello. Calibration mea-
surements on cello strings and a particular cello body will
be used to illustrate the approach, and comparisons will
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then be shown between synthesised and measured pizzi-
cato notes on that cello. The application of the model to
bowed string motion is described in a companion paper
(2].

A primary goal is to make the model physically accu-
rate and to keep the link between the model and physical
parameters as clear as possible. This contrasts with the pri-
orities in the sound synthesis field, where physical details
may be compromised to improve computational efficiency
as long as their exclusion does not significantly worsen
the quality of the synthesised sound. Having said that, the
two fields have remained closely knit: indeed, the meth-
ods used here to model the damping and dispersion of a
string are tailored versions of models originally developed
for sound synthesis purposes.

There is a long history of theoretical analysis of vibrat-
ing strings [3]. In 1746, d’ Alembert [4] published a solu-
tion for the motion of an ideal lossless string in the form
of a general superposition of two waves travelling in oppo-
site directions with speed ¢y = 4/Ty/my, where Ty is the
string’s tension and my is its mass per unit length. Much
more recently, this idea formed the basis of a success-
ful modelling strategy for a bowed string [5], [6], which
evolved into what has become known as “digital waveg-
uide modelling” (see for example Smith [7]). This is the
approach followed in the present work.

When applied to a plucked string, the method is very
simple. The assumed details of any particular pluck can
be used to determine the initial shapes of the waves that
travel in the two directions. A pluck involves initial appli-
cation of a force at a particular point on the string (or over
a short length of string), this force jumping to zero at the
moment of release of the string. This contrasts with the
situation in a bowed string, where force is continuously
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applied through the bow hairs to the string. In that case,
the incoming waves at the bowed point interact with the
friction force at the bow to generate outgoing waves (see
for example [6]). For the plucked-string case there is no
force at the plucking position, so the waves simply cross
at this point to become unaltered outgoing waves. Linear
theory is assumed throughout this work, and so the incom-
ing waves returning to the pluck/bow position at any given
time step in the simulation process can be calculated by
convolution of the outgoing waves at earlier times with
suitable convolution kernels.

The process of modelling consists essentially of deter-
mining these kernel functions in order to represent the rel-
evant physical processes to sufficient accuracy. The two
kernels are traditionally called “reflection functions”, de-
noted h; and h; for the bridge and finger sides respectively
(“finger” is used as a shorthand for finger/nut throughout).
In order for h; and h; to be physically accurate, they must
satisfy

J hldt=J hydt = —1. (1)

—0o0 —0o0

If this condition is not met, the mean values of the left-
and right-going travelling waves can drift, which in phys-
ical terms would correspond to the entire string shifting
position.

For a perfectly flexible and lossless string with rigid ter-
minations, both reflection functions consist simply of de-
layed and inverted unit delta functions. The required de-
lay to produce a desired fundamental frequency f; for the
complete string is equal to f/ f for the bridge side func-
tion Ay and (1—p)/ fo for the finger side function 4,, where
p is the distance of the excitation point from the bridge,
expressed as a fraction of the total string length. A more
realistic model requires more complicated reflection func-
tions, but traces of this simple structure will remain in ev-
idence.

2. Model ingredients and implementation

There are several aspects of underlying physics relevant to
a plucked string. Some are intrinsic to the string itself, de-
termining the details of dissipation and dispersion. Others
involve coupling to the vibration modes of the instrument
body, which also induces coupling between the two polar-
isations of string motion. At the other end of the vibrating
string, the player’s finger and the details of contact with
a fingerboard or fret may have an influence. Finally, there
are features of a complete musical instrument that might
influence a given plucked or bowed note: the vibration of
non-excited sympathetic strings, and the vibration of the
after-lengths of the strings on the far side of the bridge,
including their interaction with the tailpiece. All these fac-
tors can be included in the model to be presented here.

2.1. Dispersion and dissipation in the string

2.1.1. Theoretical background

All real strings exhibit non-zero bending stiffness and
frequency-dependent dissipation. In much of the earlier
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work on plucked and bowed strings (see for example
[8, 9, 1]) these factors were represented via approximate
analytic reflection functions, but more sophisticated rep-
resentations based directly on measurements will be de-
veloped here. The approach is implemented in the time
domain, but the reflection functions can be designed to
match frequency-domain characteristics: in other words,
they can be viewed as the impulse responses of filters with
particular magnitude and phase characteristics. This will
allow the use of modern digital filter design methods. Fol-
lowing the convention of the musical synthesis literature,
these will be called “loop filters” throughout.

The standard equation for the free motion of a stiff string
without damping is

4 2 2
Ela—y—Toa—y+mxa—y =0, 2)
ox* ox? or*

where for a solid string FE is the Young’s modulus and [ the
second moment of area of the string’s cross-section. For a
typical layered musical string, the combined parameter E
is best regarded as an empirical factor, to be determined
by measurement. The mode shapes remain very similar to
those of a perfectly flexible string, but the natural frequen-
cies are no longer exactly harmonic. The bending stiffness
produces a wave propagation speed that is frequency de-
pendent, which results in a “stretching” of the natural fre-
quencies. Rayleigh’s principle can be used to show that the
nth natural frequency of a stiff string is given by

2

f,,znfo\/l+Bn2znf0(l+BTn>, 3)

where f) is the first mode frequency if the string had been
perfectly flexible, and the inharmonicity coefficient B is
given by

EIx?

T @

where L is the length of the string.

The inharmonicity of many musical strings is known to
be above the threshold for human perception [10, 11], so
it can be of direct perceptual significance. The systematic
stretching revealed in Eq. (3) also results in the pitch be-
ing perceived slightly sharper than the frequency of the
fundamental. A degree of inharmonicity is essential to the
normal sound of some instruments, such as the modern pi-
ano [12, 13], but too much of it is certainly not desirable. A
familiar way to limit the inharmonicity of low-frequency
strings in practice is to use a thin core over-wound with
one or more layers of wire to give the desired mass per
unit length without adding too much to the bending stiff-
ness E1.

It should be noted that the fourth-order equation of mo-
tion, Equation (2), results in four solutions, only two of
which are naturally included in the travelling wave ap-
proach; the other two are a pair of fast-decaying quasi-
evanescent waves. These waves are only important in the
vicinity of the excitation point, and within a short period

1083



ACTA ACUSTICA UNITED WITH ACUSTICA
Vol. 102 (2016)

of time after the excitation. Ducasse has estimated those
limits for a piano C; string to be in the neighborhood of
2 cm and within 0.1 ms of the hammer excitation [14]. For
thinner strings, like those of a cello or a violin, the spa-
tial limit should be even smaller, but it is still of the order
of the bow width and is likely to be important in the de-
tailed interaction of a bow with a string [15]. However,
these evanescent waves will be ignored in the model to be
developed here.

On a stiff string the group velocity rises with increas-
ing frequency, resulting in the formation of “precursor”
waves preceding the main peak in the reflection function.
An approximate expression for this reflection function was
presented by Woodhouse [8] (see Figure Al), and used
in subsequent work. Equation (2) becomes non-physical
at very high frequencies because the wave velocity rises
without limit, whereas any real material has a maximum
possible wave speed. In consequence, to use the analyti-
cal expression in simulations it is necessary to filter it with
some chosen cutoff frequency. A way of avoiding this re-
quirement will be presented in Section 2.1.3.

In earlier work, string damping was also often repre-
sented by an analytic formula, in this case a rather crude
one. A form of reflection function was introduced in [16]
and then used in several later studies [17, 18], which at-
tempts to give the same Q factor to all string modes. The
function for the bridge side takes the form

. 2pL/20c0) _
z[(t=2pL/co)” + (2PL/(2Qc0))|

while for the finger side, f must be replaced by (1 — f).
Note that a reflection function designed according to Equa-
tion (5) is symmetric around its peak which is expected as
it is the impulse response of a linear-phase loop filter.

The design of reflection functions based on Equa-
tion (5), or any other FIR filter for that matter, can become
problematic for short segments of lightly damped strings.
The discrete-time form of such functions will have only
a few significantly non-zero elements, so that normalisa-
tion of the area in order to satisfy the discrete version of
Equation (1) might require a large adjustment to the peak
height, and hence produce a large deviation from the de-
sired behaviour. The problem will be illustrated in Sec-
tion 3 by simulation of an open D3 cello string using this
type of reflection function, compared with the alternative
formulation that will now be developed.

2.1.2. Measurements of string damping

To do better than the early models, it is first neces-
sary to have reliable data for the intrinsic damping of
the string. The damping of the first 30 modes, charac-
terised by Q factors, was measured [19] for seven sets of
nominally-identical “D’Addario Kaplan Solutions” cello
strings (model KS510 4/4M). The inharmonicity coeffi-
cients were determined at the same time. The measured Q
factors for each string mode were averaged across the dif-
ferent strings tested, to minimise the effect of manufactur-
ing variations and experimental uncertainty. The measure-
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Figure 1. Average measured Q factor (plus signs) plus/minus one
standard deviation (grey shade) for D’ Addario Kaplan Solutions
cello strings. The red squares show the fit of Equation (6) to the
measured data.

ments were made on a rigid granite base so that the results
only correspond to the intrinsic damping of the strings.

A model due to Valette [20] was then used to give a
parametric fit to the measurements: such a fitted model al-
lows simulation of different notes played on a given string.
This model considers the net effect of viscous damping
by the surrounding air, viscoelasticity and thermoelasticity
of the string material, and internal friction. Viscoelasticity
and thermoelasticity both manifest themselves by creating
a complex Young’s modulus, which comes into the equa-
tion of motion through the bending stiffness term. Its sig-
nificance increases with the square of the frequency. Aero-
dynamic loss predominantly affects the lower frequencies,
while internal friction has a rather uniform influence on
all frequencies. In mathematical form, the Q factor of the
string’s nth mode is expressed as

Ty + EI(nz/L)’
0,= )
To(nr +na/wn) + Elng(nz/L)

where w,, is the angular frequency, and #r, 14 and np are
coefficients determining “friction”, “air” and “bending”
damping respectively. These three coefficients can be es-
timated by fitting Equation (6) to the measured Q factors.
Both measured and fitted data are illustrated in Figure 1;
the shaded band indicates +1 standard deviation to show
the variability of measurements. The fitted parameter val-
ues, as well as other string properties, are summarised in
Table I.

The pattern of the Q factors looks almost identical
across the four cello strings, when plotted against the
string mode number (as opposed to the mode frequency).
It can be seen in Figure 1 that Valette’s proposed relation
gives a better fit to the Q factor trend of the C, and G,
strings than it does to the D3 and Aj strings. For the D3 and
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Table 1. Measured and estimated properties for a set of D’Addario Kaplan Solutions cello strings. All parameters are relevant to the
transverse vibrations, and the effective length of the open strings is assumed to be 690 mm.

TllIliIlg A3 D3 Gz Cz
Frequency fo Hz 220 146.8 98 65.4
Tension To N 171 135.9 135.5 131.5
Mass/unit length my g/m 1.85 3.31 7.40 16.14
Bending stiffness EI 1074 N/m? 3.26 2.48 1.88 6.20
Inharmonicity B 1076 39.5 37.9 28.7 97.8
Characteristic impedance Zy Kg/s 0.56 0.67 1.00 1.46
Loss coefficients nr 1073 22 23 20 12
ng 1072 11.4 12.5 13 4.7
1A 1/s 0.12 0.11 0.04 0.07

Aj strings, the decrease of the Q factors beyond their peak
value is steeper than is predicted by Valette’s model. For
all strings, the highest Q factor occurs at the second or the
third mode, with the maximum values ranging from 1200
to 3000. This observed trend of Q factors for cello strings
is significantly at odds with the ones earlier reported for
harpsichord strings [20] and guitar strings [21, 11]: all
these other types of musical string showed the maximum
of Q factor occurring at much higher mode numbers. Pre-
sumably the pattern observed in the cello strings is a delib-
erate consequence of their elaborate multi-layer construc-
tion: given that construction, it is perhaps no great surprise
that Valette’s simple model does not quite succeed in cap-
turing the frequency variation correctly.

A final note on the frequency-dependent Q factor con-
cerns the case of finger-stopped strings. Stopping the
string at one end by the finger will introduce significant ad-
ditional damping, particularly for instruments like those of
the violin family that do not have frets. In a study by Saw
[22], the damping of a finger-stopped string was compared
to that of an open string. Those results suggest a simple
way to represent, roughly, the effect of finger damping: ng
should be tripled, while keeping #4 and #p unchanged.

2.1.3. Filter implementation

To accurately account for the damping trend of a string
over the desired range of frequencies, the reflection func-
tions must implement the frequency-dependent attenua-
tion factors over their corresponding string lengths. These
reflection functions can be viewed as the impulse re-
sponses of frequency-domain filters that implement the de-
sired attenuation trends. Considering the bridge side of the
string, there are ff/ fo cycles of frequency component f
in a round trip to and from the bridge. Therefore, the gain
G of the filter for the bridge side is related to the desired
Q factor by

Gi(f) = e HIhe, (7)

directly from the definition of Q factor as z times the num-
ber of periods for the amplitude to decay by the factor 1/e.
The corresponding expression for gain G, for the finger
side is obtained by replacing g with (1 — ).

Damping will be implemented separately from disper-
sion, so the first stage is to find the loop filter for a damped

but non-dispersive string on which all frequencies travel
with the same propagation speed (i.e. is linear-phase).

Using the parameters from Table I, the desired gain fac-
tor, or response magnitude, over the full range of frequen-
cies and for each note was calculated by combining Equa-
tions (6) and (7). The DC gain was set to unity to com-
ply with Equation (1), and for finger-stopped notes nr was
tripled. Equation (6) naturally limits the Q factor at high
frequencies to the value 1/#p, around 20 for these cello
strings; however, for practical reasons concerning the fil-
ter design procedure, the Q factor was fudged to be no
less than 150. This limit was never reached before the 25th
mode of the strings; moreover, it will be seen later that the
fractional delay filter used for the accurate tuning of the
strings adds some damping in the high-frequency range,
which compensates, to some extent, for the underestima-
tion of damping in that range.

The next step is the detailed filter design. The method
used here is similar to the one described in [7]: Mat-
lab’s invfreqz routine is used to design a filter based on
the desired amplitude response. As with any other phase-
sensitive filter design method, invfreqz gives its best result
when designing a minimum-phase filter; for that reason, a
minimum-phase version of the desired amplitude response
is made first. This was achieved using the non-parametric
method of folding the cepstrum to reflect non-minimum-
phase zeros inside the unit circle [7]. The weight func-
tion for invfreqz is set to 1/f, and the filter is designed
with one zero and 300 poles by default. If the initial num-
ber of poles results in an unstable filter, the number is
changed iteratively until a stable filter is achieved: this
method led to stable filters for the first octave on the C,
and Dj cello strings. A filter with 300 poles may seem
excessive, but a high-order filter proved necessary to en-
sure a good fit at the first few string modes, particularly for
the C; string (this issue is further discussed in Section 3).
Several attempts were made to design Finite Impulse Re-
sponse (FIR), rather than Infinite Impulse Response (IIR),
damping filters both by truncating the inverse FFT of the
desired frequency response and by using Matlab’s filter
design toolbox. Both methods proved to be problematic,
particularly for the shorter segment of the string, and the
fit was never as good as the one obtained by invfreqgz. It is
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not claimed that one cannot design an equally suitable FIR
filter for this application, simply that we failed to do so.

The designed damping filter was phase-equalised using
Matlab’s iirgrpdelay routine (a 16th-order filter was used
here). The minimum-phase damping filter and the phase-
equalising filter were then cascaded into an almost-linear-
phase damping filter with the desired amplitude response.
The phase-equalisation may not have been fully success-
ful in making the filter linear-phase, but this turns out to
be unimportant once the dispersion filter is added, since it
involves much more significant phase shifts.

Finally, tuning was implemented using a combination of
an integer-sample delay and an order-6 Farrow fractional
delay [23] for each side of the string (totalling g/ f, for the
bridge side, and (1—£)/ fo for the finger side). When a stiff
string was to be modelled, tuning was postponed until after
the design of the dispersion filter. In summary, the order
of the filters for each segment of the string is as follows:
damping filter, phase-equalising filter, dispersion filter (if
a stiff string is being modelled), integer delay filter, and
fractional delay filter.

Dispersion was accounted for using an all-pass filter,
with a unit gain at all frequencies, which delays the sig-
nal in a frequency-dependent manner. The method used to
design such a filter was based on a technique introduced by
Abel and Smith [24], which makes a dispersion filter in the
form of cascaded first-order all-pass filters. This method
was later applied to the particular problem of a stiff string
in [25].

In brief, in this method the frequency-dependent part
of the group delay (total delay of a stiff string minus the
linear-phase term corresponding to a pure delay) is bro-
ken down into segments of 2z area. Associated with each
segment is a first-order all-pass filter with a pole placed at
the centre of the corresponding frequency band. The pole
radius sets the bandwidth of the group delay peak for each
band, and in that way determines the trade-off between the
smoothness of the final filter and its ability to track sud-
den changes in the desired group delay. The radius of each
section is set so that within each band the minimum group
delay (happening at the edges of the band) is equal to 0.85
times the maximum group delay (happening at the centre
of the band). Ultimately the designed first-order sections
are combined with their complex conjugates to produce
real second-order all-pass filters. These second-order fil-
ters are cascaded and directly implemented into the loop
filter without being converted to the transfer function form.
The reason for this is to avoid round-off errors resulting in
an unstable filter, a common problem for all-pass filters
[26].

The original implementation proposed in [25] uses a
first-order Newton’s approximation to find the solution to
the equation that gives the frequency of the poles (Equa-
tion (8) in [25]); but here the exact solution to that equa-
tion has been calculated. The first-order approximation
gave a convincingly close approximation to the desired be-
haviour for the longer segment of the string (although, not
surprisingly, never as good as the closed-form solution),
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Figure 2. Group delay of the designed filter (dashed line) for the
finger side (a), and the bridge side (b) of the open cello C; string
compared to the desired response (dotted line), and a filter de-
signed with first-order Newton’s approximation (solid line). The
crosses show the position of the poles used in the designed filter
and the star shows the upper limit of the design frequency range.
A constant group delay is assigned for the frequencies beyond
that range. (c) shows the order of the dispersion filter for the C,
and Dj; strings as a function of f.

but it proved to be problematic in designing the disper-
sion filter for the shorter segment of the string, at least for
the way it was originally implemented in [25]. Figures 2a
and 2b show the desired group delay behaviours against
the results obtained from the exact solution and the first-
order approximation, respectively for the short and long
segments of the open C, string (f is here chosen to be
0.10).

Filters designed in this way give an almost constant
group delay to all frequencies above the target frequency
(marked by a star on the horizontal axis of Figures 2a and
2b), which results in a spike-like behaviour in the equiv-
alent reflection functions (see Figure 3 and the following
discussion). Time-domain details of this kind may be in-
significant in producing audible effects as human ears are
not too sensitive to phase, but they may affect the playa-
bility of a simulated bowed string by creating an unphysi-
cal disturbance at the bowing point. This can significantly
compromise the accuracy of the model in predicting the
playability of a bowed string. In this regard, a relatively
high order (order-20) dispersion filter was often found to
be necessary, especially for the finger side of the string.
The order was reduced whenever an order-20 filter resulted
in a design frequency range passing the Nyquist rate (com-
mon for the bridge side and for a small bow-bridge dis-
tance). The order of the dispersion filter for the C, and D3
cello strings as a function of f is illustrated in Figure 2c —
the two curves are so similar that they can hardly be dis-
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Figure 3. Equivalent reflection function (impulse response of
the loop filter) designed for the finger side of a damped cello
C, string, perfectly flexible (dashed line) and stiff (top solid
line). The natural frequency of the string is 65.4 Hz, f = 0.1,
frequency-dependent Q factor based on the data in Table I, bend-
ing stiffness is 6.2 x 107* Nm?, sampling frequency 6 x 10* Hz.
The middle solid line is the same as the top solid line except the
Q factor of the string modes is assumed constant at 600, and the
number of poles in the dispersion filter is increased from 20 to 40.
The bottom solid line is the equivalent of the middle solid line
but damping is modelled using the constant-Q reflection func-
tion of Equation (5), and dispersion is implemented based on the
method proposed in [8]. Note the spike-like behaviour in the top
solid line at non-dimensionalised time 0.47, and more vividly, in
the middle solid line at non-dimensionalised time 0.25, resulting
from frequencies above the design frequency of the dispersion
filter.

tinguished in the plot. The dispersion filter was excluded
whenever the filter order would become less than 2, which
is the case for f smaller than 0.028.

The equivalent reflection function for the finger side of
the open cello C, string is shown in Figure 3, both for a
perfectly flexible and for a stiff string. Damping parame-
ters for both plots are based on the data in Table I, and
f is again set at 0.10. Even with an order-20 dispersion
filter, some evidence of the spike-like behaviour can be
seen at non-dimensional time 0.47 for the stiff string case.
The plot also shows the result for a constant Q of 600 im-
plemented using an order-40 filter. This may be compared
with the bottom trace, which shows the corresponding re-
sult based on the earlier modelling (damping modelled us-
ing the constant-Q reflection function of Equation (5), and
dispersion implemented based on the method proposed in
[8D.

The inharmonicity of the nth partial of the full string
is jointly defined by the inharmonicities for the two seg-
ments of the string. Having that in mind, for the cases
where the bow/pluck is extremely close to the bridge the
Nyquist rate may only cover the first few partials, leaving
the higher partials of the full string with an effective inhar-
monicity that is less than the target value. As a practical
fix for those cases, an inflated inharmonicity was given to
the finger side of the string to compensate.
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2.2. Coupling to the instrument body

The next stage of modelling is to couple the string to the
body of the instrument. The vibrating string exerts a force
on the bridge, which evokes a response from the body.
That response will not in general be in the same direc-
tion as the applied force, so the body motion excites some
motion of the string in the polarisation perpendicular to
the original one. This makes it natural to treat the two ef-
fects together. The second polarisation of string motion
can be treated by the method introduced in the previous
subsection, with two additional travelling wave compo-
nents and an identical set of reflection functions to de-
scribe the damping and dispersion. The body response at
the bridge can be characterised in terms of a 2 x 2 matrix
of frequency response functions, giving the components
of body motion in the two planes in response to forces in
those planes.

The frequency response function most commonly used
is the admittance (or mobility): the velocity response to
applied force. The matrix of admittances can be expressed
in terms of the modal parameters of the body, by a stan-
dard formula. Define the direction X to be tangent to the
bridge-crown for a violin or cello, and define the direc-
tion Y perpendicular to both the X -direction and the string
axis. If Fxy and Vy y are the components of force and ve-
locity in these two directions, then the admittance matrix
is defined by

[VX]:[YXX YXY] [FX] )
Wy Yrx Yyy | | Fy
where
- o
cos?0;  cos Osin Oy iou?
; [cos Oisin6,  sin’6; ] wi +iwwy Ok — w2

and where the kth mode has natural frequency wy, Q factor
Oy, mass-normalised modal amplitude at the string notch
in the bridge uy, and a “modal angle” 6, defined as the
angle of the principal direction of bridge motion in that
mode with respect to the X -direction [1].

The first step to implement a realistic body model is to
extract the relevant set of modal properties of an actual
instrument. Calibrated measurements were carried out on
the bass-side corner of the bridge on a mid-quality cello. A
miniature hammer (PCB Model 086E80) and LDV (Poly-
tec LDV-100) were used to measure the 2 x 2 admittance
matrix. The strings were correctly tensioned, but during
this measurement they were thoroughly damped (includ-
ing their after-lengths) using small pieces of foam. Mode
fitting was performed by an analysis method described in
[27], using the Matlab function invfregs. The method first
involves modal extraction through pole-residue fitting, fol-
lowed by an optimisation procedure allowing selection of
the best sets of complex and real residues by minimising
the mean of the modulus-squared deviation between mea-
surement and reconstruction. This method was performed
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Figure 4. Measured admittances in the plane perpendicular to the
string axis (green solid curve, colour online) and the fitted ad-
mittances to them (red dashed curve, colour online) for (a) X X
admittance (b) XY admittance and (c) Y'Y admittance. Note that
the vertical scales are different in (a) and (b)-(c).

on Yyx and Yyy separately, and then modes that were
recognisably the same for the two fittings were merged to
give a final set of frequencies and Q factors. Modal masses
and spatial angles were then optimised to give the best fit
to all admittances.

To maintain the quality of fit the frequency range 0-
90 Hz was included, but the modes falling within that
range were later removed because these were all identified
as fixture modes in which the cello moves essentially as a
rigid body. Beyond 2 kHz, the modal overlap increases and
the fitting process becomes increasingly unreliable. A sta-
tistical fit was then used, exactly as done earlier by Wood-
house [1] for the guitar. The procedure assigned 166 extra
modes to the frequency range 2—7 kHz, using a random
number generator to create modal frequencies with correct
density and spacing statistics, as well as damping factors
and modal masses with approximately correct statistical
distributions. The resulting fit is compared to the mea-
sured admittances in Figure 4. The corresponding phase
fits showed excellent fidelity up to 2 kHz although devi-
ating a little at higher frequencies, especially for the XY
admittance.

To implement the body dynamics in the model, each
body mode is simulated as an independent resonator ex-
cited by the force exerted by the string at the bridge. It
would be possible to include the body modes inside the
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IIR loop filter of the bridge side, but it is useful to have di-
rect access to the physical velocity of the bridge, so it was
decided to implement them separately. This also gives a
simple and efficient means to synthesise the radiated sound
from the instrument. The complex amplitude of the kth
mode at sample i + 1 can be calculated from its amplitude
at sample i by

A v = Ay 020N 4 (10)

where 4 is the time-step and Fj, is the instantaneous force
applied by the string by the incoming waves (in both trans-
verse polarisations), projected in the principal direction of
mode k,

Fk = —Z.Z()(VDX COSek + Voy sinHk). (11)

Here v,x and v,y are velocity waves sent from the ex-
citation point towards the bridge in the X and Y polar-
isations f/fp seconds before the current time-step, and
Zy = \/Tymy is the characteristic impedance of the string.

The physical velocity of the bridge projected in the X
and Y directions can be obtained by summing the contri-
butions of all body modes,

Vx = Re {ZAkCOSGk},
k

Vy = Re {ZAk sinek} . (12)
k

These projected velocities then contribute to the history
of v,x and v,y, after filtering by the bridge-side loop fil-
ter to give the actual velocity waves arriving back at the
bowing/plucking point. For the finger side the incoming
waves are calculated simply by filtering the history of the
outgoing waves toward the finger by the finger-side loop
filter. For cases when a single-polarisation simulation of
the string was wanted, the terms in the Y-direction were
omitted.

The schematic of the coupled string-body model for a
single polarization of a plucked string is illustrated in Fig-
ure 5.

2.3. Additional details

On most stringed instruments, several strings are sup-
ported on a common bridge and are coupled to one another
through that path. Although coupling happens between all
such strings, the effect is much stronger if the tuning of
the strings is close to unison or otherwise harmonically
related. This effect has been known to instrument makers
for a very long time, as is evident from the existence of
sympathetic — but non-played — strings in many instru-
ments such as the Norwegian Hardanger fiddle, the In-
dian Sarangi, or the Persian Rubab. Sympathetic strings
can create a number of interesting musical effects, most
famously the multi-stage decay arising from slight mis-
tuning of pairs or triplets of nominal unison strings in the
piano [28].
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Figure 5. Schematic of the plucked-string model.

Such sympathetic strings can be straightforwardly in-
cluded in the simulation model by adding the reaction
force of all strings to Equation (11). Similar to the case
for a single string, the contribution of the moving body
adds to the reflected waves at the bridge, this time for all
strings. Since the only excitation acting on the sympathetic
strings is the moving bridge, they can be modelled with a
single loop-filter describing the round trip wave propaga-
tion from the bridge to the finger and back.

For instruments like the cello, the strings pass over
the bridge and join to the tailpiece. These after-lengths
could be added to the model using the same method, ex-
cept that they are terminated at a fairly flexible floating
tailpiece rather than a rigid termination at the nut. Natu-
ral frequencies and mode shapes of a cello tailpiece can
be found in [29], and they can be included in the mod-
elling scheme exactly as the body modes were included. A
computationally-cheaper alternative might be to measure
the bridge admittance with the after-lengths undamped,
and to include them implicitly into the model of the body.
However, this would compromise the link between the
model and the underlying physics and make it harder to
explore the influence of, for example, changing a tailpiece
mode frequency.

2.4. Simulating the pluck

The initial condition of an idealised plucked string is zero
velocity, and non-zero displacement (and acceleration).
In principle, it is possible to initialise the waveguides to
produce arbitrary initial conditions; the values of the two
travelling waves add to form the physical velocity at each
point, so there are two degrees of freedom to set the de-
sired initial velocity and acceleration [7]. Although that
possibility was available, an alternative approach is used
here.

An ideal pluck can be created by pulling a single point
of the string sideways and then suddenly releasing it with
no initial velocity: the force for such a pluck has a con-
stant non-zero value Fp for t < 0, which suddenly drops
to zero at ¢ = 0. If this force is offset by an amount — Fp,
the only effect is a fixed static offset in the displacement
of the string, which does not matter in the context of linear
theory since superposition can be used. (Note that this is
quite a different effect from the velocity offset that would

arise if Equation (1) was not satisfied.) This allows a sim-
ple “trick” option for implementation: both travelling ve-
locity waves can be initialised to zero values, and at t = 0
a constant force is applied at the plucking point which per-
sists over the time of simulation. The direction of the step
force corresponds to the angle of release of the pluck, and
can be varied at will: this angle is used by guitar players
to influence the tone color and the decay rate of the sound
produced by the instrument (a comprehensive discussion
of the topic can be found in [30]).

Such an ideal pluck is hard to achieve in reality: the
closest one can get is by looping a thin wire around the
string at the plucking point and gently pulling the wire un-
til it breaks. Using a fingertip or a plectrum of finite size
results in additional rounding of the shape of the string at
the plucking point and hence in a low-pass filtering effect
on the played note. The detailed interaction of a plectrum
or fingertip with the string and the exact way the pluck
is executed have a significant effect on the final sound of
the instrument: this has been discussed in some detail in
[31, 32].

3. Evaluating the accuracy of the plucked-
string model

It is important to assess the accuracy of the simulation
methodology described above. As a preliminary test the
method was applied to guitar plucks, using the string and
body properties from the earlier study by Woodhouse [1].
The results, not reproduced here, showed excellent agree-
ment with the other synthesis methods explored in that
study. The problems with the time-domain approach re-
ported in that study are thus seen to stem from an insuffi-
ciently accurate implementation of the method, rather than
from any fundamental shortcoming in the approach. This
is reassuring, but it is not a test of the accuracy of the
model: it merely compares different numerical approaches
to solving the same model. What is needed is direct com-
parisons with measurement.

The techniques described above were applied to simu-
late 10 s of plucked sound for the first 12 notes on the
C, and Dj cello strings. The damping added by the fin-
ger of the player is included, except for the open strings.
Some representative sound examples, for the simulated
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Figure 6. Trend of the Q factor (a) and inharmonicity (i.e.
[(fn/nfo)* = 11) (b) versus the string mode number for the stiff
and flexible open C, and Djs cello strings. All strings were termi-
nated at rigid boundaries and the results are extracted from 10 s
of simulated plucked response. f is varied in 20 steps and the
results are overlaid.

open Dj string, are available at [33], illustrating what hap-
pens when different features are progressively added to the
model. Cases include a perfectly flexible string terminated
at rigid ends, a stiff string terminated at rigid ends, a stiff
string terminated at a realistic bridge and vibrating in a
single polarisation, a stiff string terminated at a realistic
bridge and vibrating in both polarisations, and finally the
sympathetic strings are added. The response is the velocity
wave on the string travelling towards the bridge, which is
proportional to the transverse force applied by the string
to the bridge. The signal that is converted to a sound file is
a low-pass filtered version of that travelling wave, to sim-
ulate the radiation from the instrument’s body, crudely, by
treating the body as a pulsating sphere of roughly the right
diameter (see Equation (6) of [11]).

The simulated results for the set of notes on the C, and
D5 cello strings were analysed to extract the frequency
and Q factor of at least the first 15 string modes by the
same method used earlier with experimental data. Figure 6
shows the extracted Q factors and inharmonicities (equal
to Bn? in Equation (3) and calculated from [(f,,/nfo)>—1]
for each string mode) for the two open strings, with and
without allowing for string stiffness. For the moment, an
open string case with rigid end terminations is chosen to
focus on the results of the damping and dispersion mod-
elling. Figure 6 includes 20 different g values (i.e. different
pluck-bridge distances). Ideally, both Q factor and inhar-
monicity should be independent of the plucking point, so
that plots for different § values should overlay. This clearly
is the case except for the first two string modes of the C,
string, where slight variation can be seen. This variation
vanishes almost entirely as soon as the bridge is turned
from a rigid termination to a realistic flexible one.

The target trends for Q factor and inharmonicity from
Figure 1 are also overlaid for both strings. Accurate track-
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Figure 7. Trend of Q factor (upper plots) and inharmonicity
(lower plots) versus the string mode frequencies for the stiff C,
(left plots) and the stiff D; (right plots) cello strings. Circles
show the case when the strings are terminated at rigid boundaries
and plus signs show the case when the flexible body is included
in the simulations. The first 11 semitones have been “played” on
each string and the results were extracted from 10 seconds of a
simulated plucked response.

ing of the desired Q factor is seen, but this could only be
achieved by using a very high order damping filter; re-
ducing the number of poles from 300 to 100 significantly
degraded the final result. Inharmonicity in the “perfectly
flexible” cases for both C, and D5 strings shows some de-
viation from the expected zero value, caused by limitations
of the phase-equalisation procedure, but the range of vari-
ation is almost negligible compared to the inharmonicity
caused by stiffness. Note that the desired Q factor and in-
harmonicity trends are genuinely different for the C, and
Dj strings, so the plot for each stiff string should be only
compared to its corresponding flexible one. It is satisfac-
tory to see that the Q factors for both strings are not af-
fected by the dispersion filter.

Figure 7 shows what happens to the simulated results
when the body contribution is added to the model. Since
it has already been demonstrated that the response of the
string is not a function of the plucking point, the plots
are only drawn for the smallest § value (equal to 0.02),
to excite the largest number of string modes before the
first missing harmonic appears (at n ~ 1/f); instead, the
plot includes the first 11 finger-stopped semitones on each
string. The equivalent results for the case of rigidly termi-
nated strings are also included for comparison; string stiff-
ness is included in both sets of simulations. The Q values
are of course lower than those of the open strings, due to
the additional damping from the finger. The Q factors and
inharmonicities are both plotted against the string mode
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frequency and are overlaid for different notes played on
the same string.

As expected, once the body is included in the model the
Q factors drop significantly and in a frequency-dependent
manner. The frequencies of the string modes are perturbed
compared to their counterparts obtained with rigid termi-
nations, more severely at lower frequencies where veering
is more likely to occur [34, 35]. The ceiling level of the
Q factors for the modes of a string mounted on an actual
cello does not quite reach the Q factor of the same string
with rigid end terminations: for instance the highest Q fac-
tor among all partials for the C, string barely reaches 600,
compared to 1200 achieved with rigid end terminations.
The numbers are much lower than those in Figure 1 be-
cause finger damping has been added.

The next step is to compare the simulated coupled
string-body model with its experimental counterpart. Fig-
ure 8 shows the simulated Q factors for the open C, and
Dj cello strings (terminated with rigid ends and with the
body model) overlaid on experimental data obtained from
the same cello whose bridge admittance was used to fit the
modal properties. The results are in very good agreement
with the numerical predictions, showing only very modest
discrepancies. In any case, the exact values of the mea-
sured Q factors should not be over-interpreted: they will
be sensitive to string excitation angle and exact tuning, as
well as to the usual uncertainties in measuring vibration
damping.

As another useful check for the simulation of string-
body interaction, one can treat the model as an actual in-
strument with strings undamped and simulate the stan-
dard measurement of the bridge admittance by exciting
the bridge with an impulse and measuring its velocity. Fig-
ure 9 shows the result of such assessment. Both polarisa-
tions of all four strings were included in the model, ex-
cited only via the bridge motion. The simulated bridge ad-
mittance in the X-direction is compared to the measured
one, when all strings were free to vibrate. The plots are all
to scale, and no modification has been made to match the
two.

As one would expect, the general trend of the ad-
mittance for the strings-undamped case is similar to the
strings-damped cases (earlier shown in Figure 4a), the
only significant difference being sharp string resonances
and antiresonances appearing in the strings-undamped ver-
sion. Figure 9b is a zoomed version of a particular fre-
quency range of Figure 9a: the “wolf note” area. The
strongest body effect is around the wolf frequency, and it
is interesting to see how the sympathetic strings interact
with the body modes present in that frequency range. The
2nd harmonic of the G, string and the 3rd harmonic of
the C, string both fall in that region. The two would coin-
cide if the strings were perfectly flexible, but are slightly
mistuned due to different inharmonicities. Both the exper-
imental bridge admittance and the simulated one for the
strings-undamped case are added to the plot, for compar-
ison. It can be seen that the two strong modes falling on
either side of the string resonances have been repelled by
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Figure 9. Simulated versus measured bridge admittance in the
X direction when all four strings are free to vibrate (a), and a
zoomed version of that plot covering only the “wolf-note” area
(b). Both measured and simulated data for the strings-damped
case are also included in the lower plot for comparison.

the reactive components of the string modes (see [34] for
an explanation). These effects have been very well cap-
tured by the model.

Finally, Figure 10 shows the equivalent of Figure 6 but
using the constant-Q reflection function of Equation (5)
and the old implementation of dispersion proposed in [8].
This particular combination was used in many earlier stud-
ies, such as [17, 18]. Figure 10 shows the Q factor and
inharmonicity of the open Djs string, with and without dis-
persion and for 20 different § values. Note that the older
implementation uses a constant-Q damping model (set to
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[(fa/nf0)? = 1]) (b) versus the string mode number for stiff and
flexible open Dj; cello string, based on the old implementation.
The strings had rigid terminations and the results were extracted
from 10 seconds of simulated plucked response. f was varied in
20 steps and the results are overlaid.

1800 here) and for that reason is not directly comparable
to the results presented in Figure 6. The sampling rate to
obtain the results of Figure 10 is set to 200 kHz (compared
to 60 kHz used for this newer implementation), as used in
some of the earlier studies.

It can be seen that the Q factor of a perfectly flexible Ds
string follows the intended constant value of 1800 fairly
accurately. For the same simulation made on the C; string
or with a lower sampling rate on the D3 string (neither re-
produced here), the Q factors of the first few string modes
were slightly above the desired value. As was discussed
earlier this effect is an artefact of how normalisation was
carried out in the process of designing the filter. Gratify-
ingly, the inharmonicity of the perfectly flexible case stays
very close to zero, more accurately than was the case for
the newer implementation presented earlier.

Once the dispersion is included, the results are much
less satisfying. Although the inharmonicity of the simu-
lated plucks matches the desired trend very well, it dras-
tically affects the Q factor of the partials, and it has also
made the Q factor a sensitive function of f. Instability was
also observed in some cases, which echoes earlier difficul-
ties reported to synthesise a guitar pluck using this tech-
nique [1]. Including the body into the model alleviates the
situation to an extent, but it is clear that the model pre-
sented here offers more flexibility and precision in track-
ing the target trend of damping.

4. Conclusions

A refined model of a plucked string based on time-domain
simulation has been presented. Various details of the un-
derlying physics have been incorporated into the model:
the frequency-dependent damping of the string, an accu-
rate implementation of dispersion, and the interaction of
the string vibrating in two polarisations with a realistic
bridge as well as the sympathetic strings supported on the
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same bridge. Parameter values for the properties of the
strings and body were extracted from measurements on a
cello: the information about cello strings is itself a new
contribution to the subject.

Using some sample results, it has been demonstrated
that the model of the string precisely follows the target
trend for the Q factors and dispersion. More importantly,
the fully coupled model of the plucked string was com-
pared to plucked notes of an actual instrument, which
demonstrated the ability of the model to produce a re-
sponse with very similar Q factors to the experiments. The
simulated bridge admittance when all strings were either
damped or free to vibrate was also compared to measure-
ments. The results were almost indistinguishable for the
strings-damped case. Finally, it was verified that the effect
of sympathetic strings and their interaction with the body
modes is very well captured by the model.

These results demonstrate that wave-based models can
indeed simulate plucked strings with comparable fidelity
to modal-based methods (see for example [35, 36]). This
may seem a rather minor contribution, since the modal
methods are already available. If the only purpose were
to simulate plucked strings, this would be a fair objection.
However, the model has been developed in a form suitable
for extension to the case of bowed excitation of the strings,
and the details of that case are explored in a companion
paper [2]. For bowed strings, the relation to the modal ap-
proach reverses: while it is indeed possible to study bowed
strings by a modal method (see for example [37]), the non-
linear nature of the friction force makes a time-domain
approach more natural and intuitive. As friction models
become more sophisticated in the search for physical ac-
curacy, this distinction is likely to become stronger, and it
is hoped that the model presented here will form a strong
foundation for such studies.
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